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EXPOSURE SECURITY


Introduction
While the Exposure Security Amazon Linux 2 AMI is secure and mostly compliant with CIS recommendations, it doesn’t account for environment-specific information. For example, CIS recommends that specific IP addresses be allowed or denied access to the instance, but this information will be specific to your environment. We believe that the image is reasonably secure for most environments even if the additional settings are not implemented. However, if you would like to ensure that the image is fully compliant with the CIS Level 2 benchmark, you will need to take additional steps. Those steps are outlined in this document.

In order to simplify the process of achieving full PCI compliance, this booklet will try to combine related CIS benchmarks, whenever possible.
[bookmark: _heading=h.qz2fp4x1s8n3]Background
The CIS benchmark is created from a consensus review from subject matter experts. Below is a summary of the different levels.
[bookmark: _heading=h.icbf28hni5ar]Level 1 vs Level 2:
Level 1 is intended to:
· practicality
· clear security benefits
· not inhibit the utility of the technology beyond acceptable means

Level 2 is an extension of “Level 1”, with the intention of exhibiting the following characteristics:
· intended for environments or use cases where security is critical
· acts as part of a defense in depth measure
· may negatively inhibit the utility or performance of the technology

Your organization must determine which level of compliance is appropriate for you. Please note that being exclusively Level 1 or Level 2 is not how this AMI is designed.
[bookmark: _heading=h.k3yxhs6olkm4]Instructions
[bookmark: _heading=h.g0bvxwb0dimh]Category 1: Initial Setup
Description
This section will ensure that the instance is properly partitioned. Due to the complexity involved, it is highly recommended that you implement the following instructions before using the instance. 

Instructions:

1. In the third step of the launch process, you will be on a page titled, “Step 3: Configure Instance Details”. Within the Advanced Details section, you will add the script in Appendix A to the User data section.

[image: ]


2. In the fourth step of the launch process, you will be in a page titled, “Step 4: Add Storage”.  You will add an additional EBS volume and select the volume /dev/sdf, as indicated in the image below.
[image: ]

3. Next you will launch your EC2 instance as normally. The entire process of properly partitioning the volumes can take anywhere between 10 to 20 minutes. For the changes to take effect, you will need to reboot the system. The script provided in step B will do that automatically. Please note that the script will create a file called startup.sh. This script must be removed after reboot.
[bookmark: _heading=h.y2rxal86z8rq]Category 2: Services
2.1 Special Purpose Services

2.1.1 Time Synchronization

2.1.1.1 Ensure time synchronization is in use
Level: 1
Description: The system should be synchronized between all systems in the environment. Normally this is achieved by establishing an authoritative time server or a set of servers with all system times synchronized. The recommended services are either NTP or chrony.

Installation: 

	Run the following instructions through the terminal.
	Expected output

	# yum install chrony
	chrony-<version>

	#yum install ntp
	ntp-<version>




Verification: 

	Run the following instructions through the terminal.
	Expected output

	# rpm -q chrony ntp
	

	# rpm -q ntp
	




2.1.1.2 Ensure chrony is configured
Level: 1
Description:chrony is one of the recommended daemons for implementing Network Time Protocol (NTP).

Remediation:

	
	# - Terminal Command
	Value to change or expected output

	Edit according to site policy
	/etc/chrony.conf
	server <remote-server>

	Edit according to site policy
	etc/sysconfig/chronyd
	OPTIONS="-u chrony"



Verification:

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# grep -E "^(server|pool)" /etc/chrony.conf
	server <remote-server>

	Run the following instructions through the terminal.
	# grep ^OPTIONS /etc/sysconfig/chronyd
	OPTIONS="-u chrony"




2.1.1.3 Ensure ntp is configured
Level: 1
Description:ntp is one of the recommended daemons for implementing Network Time Protocol (NTP).

Remediation: 

	
	# - Terminal Command
	Value to change or expected output

	Edit according to site policy
	/etc/ntp.conf
	restrict -4 default kod nomodify notrap nopeer noquery

	
	
	restrict -6 default kod nomodify notrap nopeer noquery

	Edit according to site policy
	server <remote-server>
	

	Edit 
	/etc/sysconfig/ntpd
	OPTIONS="-u ntp:ntp"

	Reload the systemd daemon
	# systemctl daemon-reload
	

	Enable and start the ntp service
	# systemctl --now enable ntpd
	




Verification: 

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# systemctl is-enabled ntpd
	enabled

	Run the following instructions through the terminal.
	# grep "^restrict" /etc/ntp.conf
	restrict -4 default kod nomodify notrap nopeer noquery

	
	
	restrict -6 default kod nomodify notrap nopeer noquery

	(If Remote server verification)
Run the following instructions through the terminal.
	# grep -E "^(server|pool)" /etc/ntp.conf
	server <remote-server>

	(Multiple remote servers)
Run the following instructions through the terminal.
	# grep "^OPTIONS" /etc/sysconfig/ntpd
	OPTIONS="-u ntp:ntp"

	
	OR
	

	
	# grep "^ExecStart" /usr/lib/systemd/system/ntpd.service
	ExecStart=/usr/sbin/ntpd -u ntp:ntp $OPTIONS



2.1.2 Ensure X11 Server components are not installed
Level: 1
Description: X Window System is a GUI. Normally used for workstations and not servers.

Remediation: 

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# yum remove nfs-utils
	

	
	OR
	

	If nfs is a dependency
	# systemctl --now mask nfs-server
	



				
Verification:

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# rpm -q nfs-utils
	package nfs-utils is not installed

	
	OR
	

	
	# systemctl is-enabled nfs-server
	masked



2.1.3 Ensure Avahi Server is not installed
Level: 1
Description: Passed

2.1.4 Ensure CUPS is not installed
Level: 1
Description: Passed

2.1.5 Ensure DHCP Server is not installed
Level: 1
Description: Passed

2.1.6. Ensure LDAP server is not installed
Level: 1
Description: Passed

2.1.7 Ensure DNS Server is not installed
Level: 1
Description: Passed

2.1.8 Ensure FTP Server is not installed
Level: 1
Description: Passed

2.1.9 Ensure HTTP server is not installed
Level: 1
Description: Passed

2.1.10 Ensure IMAP and POP3 server is not installed
Level: 1
Description: Passed

2.1.11 Ensure Samba is not installed
Level: 1
Description: Passed

2.1.12 Ensure HTTP Proxy Server is not installed
Level: 1
Description: Passed

2.1.13 Ensure net-snmp is not installed
Level: 1
Description: Passed

2.1.14 Ensure NIS server is not installed
Level: 1
Description: Passed

2.1.15 Ensure telnet-server is not installed
Level: 1
Description: Passed

2.1.16 Ensure mail transfer agent is configured for local-only mode
Level: 1
Description: Passed

2.1.17 Ensure nfs-utils is not installed or the nfs-server service is masked
Level: 1
Description: Network File System (NFS) is a widely used file system.

Remediation: 

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# yum remove xorg-x11-server*
	



				
Verification:

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# rpm -qa xorg-x11-server*
	



2.1.18 Ensure rpcbind is not installed or the rpcbind services are masked
Level: 1
Description: Rpcbind is used to map RPC services to ports.

Remediation: 

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# yum remove rpcbind
	

	
	OR
	

	If rpcbind is a dependency
	# systemctl --now mask rpcbind
	

	If rpcbind is a dependency
	# systemctl --now mask rpcbind.socket
	



				
Verification:

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# rpm -q rpcbind
	package rpcbind is not installed

	
	OR
	

	If rpcbind is a dependency
	# systemctl is-enabled rpcbind
	masked

	If rpcbind is a dependency
	# systemctl is-enabled rpcbind.socket
	masked



2.1.18 Ensure rsync is not installed or the rpcbind services are masked
Level: 1
Description: Rsync is a file synchronization tool

Remediation: 

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# yum remove rsync
	

	
	OR
	

	Run the following instructions through the terminal to mask rsyncd
	# systemctl --now mask rsyncd
	

	Run if rpcbind is a dependency
	# systemctl --now mask rpcbind.socket
	



				
Verification:

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# rpm -q rsync
	package rsync is not installed

	
	OR
	

	Run the following to verify rsyncd is masked
	# systemctl is-enabled rsyncd
	masked



2.2 Service Clients

2.2.1 Ensure NIS Client is not installed
Level: 1
Description: NIS Client is a client-server directory service protocol.

Remediation: 

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# yum remove ypbind
	



				
Verification:

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# rpm -q ypbind
	package ypbind is not installed



2.2.2 Ensure rsh client is not installed
Level: 1
Description: Passed

2.2.3 Ensure talk client is not installed
Level: 1
Description: Passed

2.2.4 Ensure telnet client is not installed
Level: 1
Description: Passed

2.2.5 Ensure LDAP client is not installed
Level: 1
Description: Passed

2.3 Ensure nonessential services are removed or masked
Level: 1
Description: This benchmark is to verify that only necessary ports are open on a system.
				
Remediation: 

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# yum remove <package_name>
	

	
	OR
	

	Run if a dependency
	# systemctl --now mask <service_name>
	



				
Verification:

	
	# - Terminal Command
	Value to change or expected output

	Run the following instructions through the terminal.
	# lsof -i -P -n | grep -v "(ESTABLISHED)"
	







[bookmark: _heading=h.kh7ek2yp84ae]Category 3: Network Configuration
Description
The /etc/hosts.allow files specify which ip addresses are permitted to connect to the instance. It is intended to work with the /etc/hosts.deny file which specifies which ip addresses are not permitted to connect to the instance. It is extremely important that you configure these files carefully. The /etc/hosts.allow file must be configured so that every network that needs access to your instance has an entry. This includes the ip addresses from which remote administration will be conducted. Misconfiguration could result in being locked out of your instance and a new instance will need to be launched.

Instructions: In the terminal, run the following instructions to address CIS Benchmark 3.3.2.
1. Create the /etc/hosts.allow file:
		echo "ALL: <net>/<mask>, <net>/<mask>, …" > /etc/hosts.allow
2. Each <net>/<mask> pair represents one network block that is allowed to access your network. Replace and add the appropriate number of ip addresses and netmasks needed for your environment. For example, replacing one set of <net>/<mask> with 192.168.1.0/255.255.255.0 will block the incoming traffic from 192.169.1.0/24.

Instructions: In the terminal, run the following instructions to address CIS Benchmark 3.3.3.
1. Create /etc/hosts.deny file by issuing the command below:
		echo "ALL: ALL" >> /etc/hosts.deny
2. The configuration will block all services from all ip addresses. You may also need to fine tune your configuration as your business needs change. Your entries could resemble the following, which is blocking FTP connections from the 192.168.2 subnet:
vsftpd : 192.168.2.*
[bookmark: _heading=h.paqw0i67whvo]Category 4: Logging and Auditing
Description
The rsyslog utility has the ability to send its logs to a remote log host running syslogd or to receive messages from remote hosts. If an attacker were able to gain root access to the system, they could alter local log data.

Instructions: In the terminal, run the following instructions to address CIS Benchmark 4.2.1.4.
1. Add the following to /etc/rsyslog.conf and /etc/rsyslog.d/*.conf (loghost.example.com is the name of the central lost host). :
*.* @@loghost.example.com

2. Run the following to reload rsyslogd:
pkill -HUP rsyslogd

Description
Note: If this instance doesn’t need to receive logs from remote hosts, this section can be skipped.

To set rsyslog to listen for incoming log messages from remote systems, ModLoad must tell rsyslog to load imtcp.so. InputTCPServRun instructs rsyslogd to listen on a specified TCP port.

Instructions: In the terminal, run the following instructions to address CIS Benchmark 4.2.1.5.
1. Choose the situation that matches your needs:

Situation: For hosts that are designated as log hosts, edit the /etc/rsyslog.conf file and uncomment or add the following:
	$ModLoad imtcp
	$InputTCPServerRun 514

Situation: For hosts that are not designated as log hosts, edit the /etc/rsyslog.conf file and comment or remove the following lines:
	# $ModLoad imtcp
	# $InputTCPServerRun 514

2. Run the following to reload rsyslogd:
pkill -HUP rsyslogd
[bookmark: _heading=h.uvv4mpwthkyj]Category 5: Access, Authentication and Authorization
Description 
This section is to ensure that only authorized users and/or groups are able to access the system via SSH. 

Instructions: In the terminal, run the following instructions to address CIS Benchmark 5.2.18.
1. Edit the /etc/ssh/sshd_config file to set one or more of the parameters as follows:
AllowUsers <userlist>
AllowGroups <grouplist>
DenyUsers <userlist>
DenyGroups <grouplist>

Example:
AllowUsers user1, user2
AllowGroups ssh-group
DenyUsers user3, user4
DenyGroups basic-group

Description
A future password change date would allow a user to bypass any set password expiration.

Instructions: In the terminal, run the following instructions to address CIS Benchmark 5.4.1.5
1. Check for users with future Password change dates:
cat /etc/shadow| cut -d: -f1
<list of users>

2. Make the appropriate change. Either lock the account or change the Password change date:
Lock user account:
sudo passwd -l <user_name>

3. Change Password manually:
sudo passwd <user_name>
[bookmark: _heading=h.aakskkk075l]

[bookmark: _heading=h.gt6clpgz180r]Appendix A
#Start of script
#!/bin/bash
#This script will create a script name startup.sh on your ec2 instance. After completing partitioning startup.sh will run. 
#Instance will then reboot. Remember to remove script from instance.
sudo su

echo '#!/bin/bash' >> /home/ec2-user/startup.sh
echo "blkid | awk '{if (\$4==\"\") print \$2, \"/                       xfs     defaults        0 0\"}">> /home/ec2-user/startup.sh
echo "{if (\$4==\"PARTLABEL=\\\"vartmp\\\"\") print \$2, \"/var/tmp                ext4    defaults,noatime,nodev,nosuid,noexec            0 0\" }">> /home/ec2-user/startup.sh
echo "{if (\$4==\"PARTLABEL=\\\"swap\\\"\") print \$2, \"swap                    swap    defaults                                        0 0\"}">> /home/ec2-user/startup.sh
echo "{if (\$4==\"PARTLABEL=\\\"home\\\"\") print \$2, \"/home                   ext4    defaults,noatime,acl,user_xattr,nodev,nosuid    0 2\"}">> /home/ec2-user/startup.sh
echo "{if (\$4==\"PARTLABEL=\\\"usr\\\"\") print \$2, \"/usr                    ext4    defaults,noatime,nodev,errors=remount-ro        0 2\"}">> /home/ec2-user/startup.sh
echo "{if (\$4==\"PARTLABEL=\\\"varlogaudit\\\"\") print \$2, \"/var/log/audit          ext4    defaults,noatime,nodev,nosuid                   0 2\"}">> /home/ec2-user/startup.sh
echo "{if (\$4==\"PARTLABEL=\\\"varlog\\\"\") print \$2, \"/var/log                ext4    defaults,noatime,nodev,nosuid                   0 2\"}">> /home/ec2-user/startup.sh
echo "{if (\$4==\"PARTLABEL=\\\"var\\\"\") print \$2, \"/var                    ext4    defaults,noatime,nodev,nosuid                   0 2\"}' > /etc/fstab" >> /home/ec2-user/startup.sh
echo 'echo "tmpfs                                     /dev/shm                tmpfs   defaults,nodev,nosuid,noexec                    0 0" >> /etc/fstab'>> /home/ec2-user/startup.sh
echo 'echo "tmpfs                                     /tmp                    tmpfs   defaults,noatime,nodev,noexec,nosuid,size=256m  0 0" >> /etc/fstab'>> /home/ec2-user/startup.sh
echo "exit">> /home/ec2-user/startup.sh

chmod +x /home/ec2-user/startup.sh

parted  --script /dev/xvdf \
mklabel gpt \
mkpart vartmp ext4 2MB 5% \
mkpart swap linux-swap 5% 10% \
mkpart home ext4 10% 15% \
mkpart usr ext4 15% 45% \
mkpart varlogaudit ext4 45% 55% \
mkpart varlog ext4 55% 65% \
mkpart var ext4 65% 100% \
unit GiB \
p \
align-check optimal 1 \
align-check optimal 2 \
align-check optimal 3 \
align-check optimal 4 \
align-check optimal 5 \
align-check optimal 6 \
align-check optimal 7 \

for I in 1 3 4 5 6 7; do mkfs.ext4 /dev/xvdf${I}; done
mkswap /dev/xvdf2

mkdir -p /mnt/vartmp /mnt/home /mnt/usr /mnt/varlogaudit /mnt/varlog /mnt/var
mount /dev/xvdf1 /mnt/vartmp
mount /dev/xvdf3 /mnt/home
mount /dev/xvdf4 /mnt/usr
mount /dev/xvdf5 /mnt/varlogaudit
mount /dev/xvdf6 /mnt/varlog
mount /dev/xvdf7 /mnt/var
mkdir -p /mnt/vartmp /mnt/home /mnt/usr /mnt/varlogaudit /mnt/varlog /mnt/var
mount /dev/xvdf1 /mnt/vartmp
mount /dev/xvdf3 /mnt/home 
mount /dev/xvdf4 /mnt/usr 
mount /dev/xvdf5 /mnt/varlogaudit 
mount /dev/xvdf6 /mnt/varlog 
mount /dev/xvdf7 /mnt/var
rsync -av /var/tmp/ /mnt/vartmp/ 
rsync -av /home/ /mnt/home/ 
rsync -av /usr/ /mnt/usr/ 
rsync -av /var/log/audit/ /mnt/varlogaudit/ 
rsync -av --exclude=audit /var/log/ /mnt/varlog/ 
rsync -av --exclude=log --exclude=tmp /var/ /mnt/var/ 
mkdir /mnt/var/log 
mkdir /mnt/var/tmp
mkdir /mnt/var/log/audit 
mkdir /mnt/varlog/audit 
chmod 755 /mnt/var/log
chmod 755 /mnt/var/tmp 
chmod 755 /mnt/var/log/audit 
chmod 755 /mnt/varlog/audit
systemctl unmask tmp.mount  
systemctl enable tmp.mount 
echo "[Mount]" > /etc/systemd/system/local-fs.target.wants/tmp.mount
echo "What=tmpfs" >> /etc/systemd/system/local-fs.target.wants/tmp.mount
echo "Where=/tmp" >> /etc/systemd/system/local-fs.target.wants/tmp.mount
echo "Type=tmpfs" >> /etc/systemd/system/local-fs.target.wants/tmp.mount
echo "Options=mode=1777,strictatime,noexec,nodev,nosuid" >> /etc/systemd/system/local-fs.target.wants/tmp.mount
./home/ec2-user/startup.sh
reboot
#End of script
[bookmark: _heading=h.ohm3slb1wzjg]Appendix B
[bookmark: _heading=h.7rcutuk8c3ej]SSH MFA Activation
Description 
To increase security, you can enable MFA on this AMI.

Instructions: In the terminal, run the following instructions.
1. Change /etc/pam.d/sshd: uncomment line matching business requirements:
· To force all accounts to login with MFA:
· auth required pam_google_authenticator.so

· If there are service accounts and users that should not require MFA:
· auth required pam_google_authenticator.so nullock

2. Comment out the password requirement as we want to use only the key-based authentication:
· For login password requirement:
· #auth       substack     password-auth

· For post login password requirement. Can be changed later for higher security. But recommended to disable for initial setup, to avoid having privileges restricted:
· #auth       include      postlogin 

3. Update /etc/ssh/sshd_config to contain the following:
· ChallengeResponseAuthentication yes
· AuthenticationMethods publickey,keyboard-interactive

4. Install google-authenticator (or equivalent) to mobile device

5. From ec2 terminal run command: google-authenticator. Add qrcode to google-authenticator app on mobile device.

6. Answer follow up questions on ec2 terminal according to business requirements.

7. Finally, restart ssh by typing the following: 
· sudo service sshd restart

[bookmark: _heading=h.e6nbgq2kewp0]

[bookmark: _heading=h.ddqlvc7ewcvo]Appendix C
[bookmark: _heading=h.4k4nkdgv374c]SYSLOG-NG configuration
Description 
SYSLOG-NG is a log management solution that allows you to send your log files to a remote server, like a SEIM.

Explanation
The  default syslog-ng.conf file is configured to store the log files locally. You can find the configuration matching below:
source s_sys {
    system();
    internal();
    # optional for organizations with apps that create log files:
    file(“/path/to/custom/app/logs”)
    # udp(ip(0.0.0.0) port(514));
};

s_sys will be a token for the source of your log files. Below is a table of log sources you can configure.


	Name
	Description

	internal()
	Messages generated internally in syslog-ng.

	file()
	Opens the specified file and reads messages.

	pipe(), fifo
	Opens the specified named pipe and reads messages.

	pacct()
	Reads messages from the process accounting logs on Linux.

	program()
	Opens the specified application and reads messages from its standard output.

	sun-stream(), sun-streams()
	Opens the specified STREAMS device on Solaris systems and reads incoming messages.

	syslog()
	Listens for incoming messages using the new IETF-standard syslog protocol.

	system()
	Automatically detects which platform syslog-ng OSE is running on, and collects the native log messages of that platform.

	tcp(), tcp6()
	Listens on the specified TCP port for incoming messages using the BSD-syslog protocol over IPv4 and IPv6 networks, respectively.

	udp(), udp6()
	Listens on the specified UDP port for incoming messages using the BSD-syslog protocol over IPv4 and IPv6 networks, respectively.

	unix-dgram()
	Opens the specified unix socket in SOCK_DGRAM mode and listens for incoming messages.

	unix-stream()
	Opens the specified unix socket in SOCK_STREAM mode and listens for incoming messages.



The other important configuration will be the destination configuration. For example:
destination d_mesg { file("/var/log/messages"); };

The above configuration is setting a destination token with the name d_mesg which will send logs to /var/log/messages. To set the destination of a token named remote to TCP port 1400 running on an ip address of 8.8.8.8, you could use the following:
destination remote {
  tcp("8.8.8.8" port(1400));
};

Finally, you can combine the source and destination configurations into a log statement. Like below:
log { source(s_src); destination(remote); };

Example Setup
Description
The following instructions represent how to set up a client and collector within the same vpc, within the same subnet. The client will have the ip address of 192.168.0.40 and the collector will have the ip address of 192.168.0.41.

Configuration for the client: 
1. Through the terminal, make the following changes to /etc/syslog-ng/syslog-ng.conf
a. Add the following source definition:
			source s_local { system(); internal(); };
    			source s_network {
        			syslog(transport(tcp) port(514));
       			 };

b. Make sure that the  following destination definition exists:
			destination d_debug { file("/var/log/debug"); };

c. Add the following log rule:
log { source(s_local); source(s_network); destination(d_logs); };
2. Restart syslog-ng damon:
		sudo systemctl restart syslog-ng
Configuration for the collector:
1. Through the AWS console change the security group to allow inbound traffic from the client through tcp port 514. The source address in the image below will only allow traffic from the ip address of the client:
[image: ]
2. If the collector has any internal firewall rules, then you must allow traffic through tcp port 514.
3. Through the terminal, make the following changes to /etc/syslog-ng/syslog-ng.conf
a. You syslog-ng.conf file should contain:
   options {
      time-reap(30);
        mark-freq(10);
        keep-hostname(yes);
        };
    source s_local { system(); internal(); };
    source s_network {
        syslog(transport(tcp) port(514));
        };
    destination d_local {
    file("/var/log/syslog-ng/messages_${HOST}"); };
    destination d_logs {
        file(
            "/var/log/syslog-ng/logs.txt"
            owner("root")
            group("root")
            perm(0644)
            ); };
log { source(s_local); source(s_network); destination(d_logs); };

			sudo systemctl restart syslog-ng
4. Restart syslog-ng damon:
sudo systemctl restart syslog-ng
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